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Abstract

This paper outlines a software framework that will serve as the core for
collaborative dructura andyss software development over the Internet. The
collaborative framework would alow researchers and engineers to easily access the
andyss platform and to incorporate new eement technologies and solution drategies
for gdructurd andyss. The objective is to provide a “plug-and-play” environment
where users can define and specify their own modd, eement types, and preferred
solution techniques, and possbly the drategy most appropriate for solving their
specific problem.

I ntroduction

It is well recognized that a dgnificant gap exists in the state-of-at computing
methodologies and the <ate-of-practice in dructurd enginesring andyss programs.
In order for anayds programs to continuoudy upgrade to keep up with new
computing technology and incorporate new developmert, not only does the system
need to be desgned in a flexible and extendible way, but aso a mechanism must be
provided for the easy integration of new developments. However, most existing
gructura andysis programs are bundled in a software packege and developed by
individual organization. There is no easy way to incorporate new developments from
users and researchers outside the organization.

With the maturation of information and communication technology, the
concept of building collaborative sysems to didtribute the services over the Internet is
becoming a redity. A collaborative sysem is one where multiple users or agents
engage in a shared activity, usudly from remote locations. This paper describes a
prototype implementation to illustrate a collaboraive framework for sructurd
andysis software development over the Internet.

The collaborative sysem implementation of a dructurd andyss program has
a least three bendfits. Firg, the framework provides a means of digtributing services
in a nodular and systematic way. Users can saect gppropriate services and can easly
replace a sarvice if a superior service becomes available, without having to recompile



the existing services being used. Second, it provides a means to integrate legacy code
as one of the modular services in the infragtructure. Third, the framework aleviates
the burden of managing a group of developers and their source code. Once a common
communication protocol is defined, participants can write their code based on the
protocol and there is no need to congdantly merge the code written by different

participants.

The Collaborative Framework

Figure 1 shows the system architecture and the research approach in
developing the collaborative framework for dructura analysis software development.
In this framework, the users build ther sructurd modd by usng modd-building
sarvices on the client gte. The finished modd can be sent to the anadyss core by
using the Internet or other computer networks. The server then performs the andyss
in a collaborative environment. The sarver can take advantage of distributed and/or
padld computing and thus dlow the solution of large sized problems to be
completed within a reasonable amount of time (Santiago 1996, McKenna 1997). A
dand-aorne database is used for efficient data accessng and for post-processng.
During the andyss, dements can be accessed locally from the core dement library;
furthermore, additiond elements can be obtaned from online dement savice

providers.
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Figure 1: A Collaborative Framework for Finite Element Analysis

The collaborative framework is intended to support a least three types of
usages (1) routine users who are interested in performing linear, nonlinear and



dynamic andyses, (2) dement technology developers, and (3) andystls who are

interested in developing new analysis and solution Strategies.

1. Users can have direct or remote access (possbly via the Internet (Han et 4.
1999)) to the core program through a graphica user interface or an interpreter.
The users can utilize advanced and agppropriate developments (element types,
efficent solution methods, and andyss draegies) contributed by other
developers and incorporated into the platform.

2. For dement technology deveopers, a standard interface/wrapper will be defined
for communicating the edement(s) with the core program. The dement(s) can be
written in languages such as C, Fortran, C++ and/or Java. When the developer
and the sysem adminidrator agree to migrae the édement(s) into the andyds
core, the dement(s) can be registered to the core and can be accessed remotely
over the network.

3. For andysts who are interested in developing new analysis and solution grategies,
a check-in/check-out paradigm that is commonly used in daabase and CAD
environment will be extended to support the program development process
(Krishnamurthy  1996). While dement devdopment may dmply involve
gopending new eements into the eement dass library, andyss and solution
drategies may require changes (eg. adding new dasses) in the class libraries.
The check-in/check-out drategy may be gpproprigte snce this will dlow the
andys to fine-tune the class library for its best use. When the developer and the
sysem administrator agree to migrate the procedures into the core platform, the
core will be appropriately re-configured to adopt the new procedures, which will
then be made available to other users.

Maintaining Service Identity. Since multiple participants are engaged in the
collaborative system, tere is a need to uniquely identify them so that the tasks can be
assigned. Also, if access to the system or to certain resources associated with the
sysem needs to be redricted, then participant's identities will need to be
authenticated.

In the smple prototype implementation, a Java class is defined to record the
sarvice identity. The service is identified by a name property and an id property. The
name property is a descriptive name that can be used to specify the service. The
integer id is an internd identifier used to tag each service uniquely. We have designed
the ldentity class to implement the Serializable interface, so that |dentity objects can
be passed back and forth on the network. One important method of Identity is
equals(), which can be used to judtify if two identities are the same.

Digtributed Element Service. For the new eement developers, a standard
interface/wrapper is defined for communicating the dement with the anadyss core. If
the developer and the core administrator agree, the new eement can be migrated to
the core platform and become part of the eement library. However, the developer can
also choose to be an ontline dement service provider. In this case, whenever the user
wants to use this dement, the request will forward to the service provider and the
actua computation will be performed at the service provider’s Ste.

In the prototype implementation, Java's Remote Method Invocation (RMI) is
used to provide the network communication. RMI enables a program in one Java
Virtud Machine (VM) to make method calls on an object located on a remote server



mechine. RMI gives the programmer the ability to didribute computing across a
networked environment and thus dlows a task to be performed on the machine most
appropriate for the task. The skeleton, which is the object at the server dte, receives
method invocation requests from the client. It then makes a cal to the actua object
implemented on the server. The stub is the dlient's proxy representing the remote
object. Stubs define dl of the interfaces that the remote object supports.

To dandardize the implementation of a new dement, a common interface of
ElementRemote is provided, as shown in Fgure 2. Element developers will
implement an ElementServer, which is the subclass of ElementRemote There are two
important methods in this interface. One is formElement() that is used by the client to
send the input data (geometry, nodes coordinates, etc.) to the actua eement. The
other is clearElements(), which will be cdled to do the housecleaning after the
andyss is finished. During the andyss, the output data (diffness matrix, mass
matrix, etc.) of each dement can be obtained by cadling the corresponding member
functions. It should be noted that dl the methods of the ElementRemote class should
perform exception processing; they are ignored in Figure 2 for clarity.

public class El enent Renote extends Renote {
/1 This is the service nanme for publishing.
public static final String SERVICE = "El ement Servi ce";
/1 This is the port nunber, could be changed as needed.
public static final int PORT = 1234;

/1 This function is used to send the elenent data to server.

public void fornElenent(int tag, ldentity src, String input);

/1 When the analysis finished, use this function to do housecl eani ng.
Public void clearEl enments(ldentity src);

public int conmtState(int tag, ldentity src);
public int revertToLastCommit(int tag, ldentity src);
public int revertToStart(int tag, ldentity src);

/1 Form el ement stiffness, danping and nmass matri X.
public M/Matrix getTangentStiff(int tag, ldentity src);
public MyMatrix getSecantStiff(int tag, ldentity src);
public MyMatrix getDamp(int tag, ldentity src);

public MyMatrix getMass(int tag, ldentity src);

public void zeroLoad(int tag, ldentity src);
public MyVector getResistingForce(int tag, ldentity src);
public MyVector getTestingForcelnclnertia(int tag, ldentity src);

Figure 2: Class Interface of ElementRemote

Figure 3 shows how the dement service works by usng Java RMI. The
Analysis Core is connected with ElementServer through ElementClient. The actud
code that generates the dement giffness matrix, the mass matrix etc. is wragpped by
ElementServer. After the dement deveoper finishes the new dement
implementation, the new dement can be registered to the dructurd andyss core.



This gep will indude sending the ElementClient (stub) to the Analysis Core. After the
regigtration, this element service becomes known by other users and is ready for use.
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Figure 3: Element Service by usng JavaRMI

When the users want to use this new eement, they can indantiate and make
method cdls to this dement in the same way as they treat the locd dement class. The
actud method cdls will cdl on ElementClient and tunne over to ElementServer.
After ElementServer finishes the computation, the data returns to the caler, as shown
in Figure 3.

Database Interface. The database refers to a collection of data that is
managed by a database management system (DBMYS). The DBMS can provide: data
definition (define the data that will be in the database), data manipulation (retrieve,
update and add data to the database), security and integrity (monitor access to
database and check requests for correctness), data recovery (for recovery of data in
cae of a sysem failure), concurrency (managing multi-user access to the data), and a
data dictionary (information about the data in the database). In this framework, an
object-redationa database (ORDB) is employed for the efficient accessng of large
structured data, like matrix and vector.

For the Analysis Core, a standard interface for an ORDB is provided. This
interface creates the object-oriented front-end that will dlow the storage and retrieva
of basic information on the Node, Element, Load and Constraint objects. In addition it
will dlow for the Sorage of the basic types ID, Vector, Matrix, and Message. The
advantage of this generic database interface is that new classes can be introduced
without the crestor of these classes being responshble for cregting tables in the
database and they can access database using inherited methods. The disadvantage of
this gpproach is tha no information regarding the schematic meaning of the data will
exig within the database. To determine the meaning of the data, the data is retrieved
from the database by the objects that placed the data there and the objects themselves
must be queried for their data.

The FE_Datastore dlass is introduced into our design to provide the interface
to a daabase. The introduction of this class into the framework removes from the
program developers the need to program usng a DBMS language and can dlow
multiple DBMSs to be used. The FE_Datastore class is an abgiract class, it defines
the methods that must be implemented for each new DBMS that is used with the
system, and it isonly the FE_Datastore object that interfaces with the DBMS.



A FE_Datastore object is associated with a Domain object. The interface of
FE_Datastore is shown in Fgure 4. During a commitState() the FE_Datastore object
fird ensures tha the information in the base tables is correct. It then iterates over dl
the component objects ([Element, Node, Load, Constraint) in the Domain and invokes
sendSHf() on these objects. These objects use the methods for sending ID, Vector,
Matrix and Message objects to send the data to the database. On a retrieveState() the
FE_Datastore object fird ensures that the objects exist, otherwise, it will create new
data objects of the correct type and add them to the Domain. It then iterates over the
components, which invoke the recvSelf() method to get the data from database.

class FE Datastore : public Mdel Builder, public Channel

{
public:

FE_Dat ast or e( Dormai n & heDomai n, FEM (bj ect Br oker &t heBr oker) ;
virtual ~FE Datastore();
/1 pure virtual functions in addition to those defined
/1 in the Mdel Buil der and Channel cl asses
virtual int getDbTag(void) =0;
virtual int conmtState(int comit Tag);
virtual int restoreState(int commtTag);
virtual int validateBaseRel ati onsWite(int conm tTag)=0;
virtual int validateBaseRel ati onsRead(int commitTag) =0;

b

Figure 4: Interface for FE_Datastore Class

As mentioned earlier, the data must be retrieved from the database by the
objects that placed the data For example, to retrieve the data regarding eement
object, it is up to that object to look for the data from the core memory and from the
database, or based on the retrieved data to re-compute the required data. The pseudo
code for querying eement information is shown in Figure 5.

Info *getlnfo(char *request, int conmtTag)

{
interpret the request;
regarding different request, |ooking for Info;
if (Infois in nenory) return I nfo;
el se
contact FE Datastore to call restoreState(conmtTag),
this brings element to the proper time step state.
if (Info defined in table) return Info;
el se re-conpute Info and return.
}

Figure 5: Pseudo Code for Querying Element Information



Security and Revison Control. For the collaborative computing system,
accessing to the resources associated with the system needs to be redtricted.
Furthermore, snce the system is continuoudy changing with new deveopments, we
need an efficient way to develop a degree of control over what changes are made to
the system, and keep track of previous changes to the system. Regarding the security
and revison control, at least we will face the following chalenges.

1. Only the registered users and developers can have access to the system; in other
words, the system needs to be secured.

2. Deveopers should be able to check in and check out their developments easly.

3. After the developer adds a new feature, this feature needs to be easly integrated
into the core and the users should be informed about the changes.

4. For minor modification, for example, fixing a bug in the sysem, there must be an
easy way to inform other developers. In addition, their verson should be easly
and quickly updated.

For the security and reverson control of this collaborative framework, a web-
based interface is provided. The web Ste conssts of a broker and the repository of all
the source code and documentation. Java Servlet is chosen as the web development
tool because it provides web deveopers with a smple, consstent mechanism for
extending the functiondity of a web server. Written in Java, Servlets can access to the
entire family of Java APIs thus additiond functiondity and security rules of the
server can be easly integrated. The security and revison control of the collaborative
dructura analyss system has the following festures:

1. The access to the source code is protected by encryption and password. The
system provides a regidraion form to gather the information about the users and
developers.

2. The broker is introduced to manage the services. The developers can check
in/check out the services over the Internet through this broker. In the prototype
implementation, the broker interface defines only two methods, register() and
query(). When a sarvice regiders its services with the broker, it provides its
Identity and a string that describes the service. When the broker is queried for a
sarvice, the broker returns a registered service that matches the description of the
query argument.

3. The server keeps a log of dl the users. This makes it very easy to keep track of
the verson that the user has. Since the log is kept in the server, when the users
log in, they will see what files have been updated and what new services have
been registered dfter the last time they logged in. A malling ligt is dso kept in the
sarver, so when there's some mgor changes to the source code, an email will be
sent to dl the users and devel opers to inform them about the changes.

4. Since the source code is maintained in a centrd sarver, the condgtence of the
code is very easy to ensure. After a developer fixes a bug, he can check in this
bug fix. This minor change will send to dl the users and developers by using
emal. Furthermore, the change will be posted in the web-server as a patch to the
system.



Conclusions

This paper has introduced a software framework that will serve as the core for
collaborative gructurd anadyss program development. The main desgn principle of
this core framework is to keep the kernd flexible and extendible. A diverse group of
users and developers can eadly access the plaform and atach their own
developments to the core.

Unlike the traditiond packaged dructura andysis programs, the collaborative
model could potentidly reduce the overhead of continuous upgrade and extenson.
For the users, they can sdect appropriate services and can easly replace a service if
superior service becomes available. For the developers, they can concentrate on
developing the components and easly provide their services to the core. Since the
source code is controlled by the developers themsdlves, the code is very easy to
maintain and upgrade.
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